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Abstract
Purpose: Impedance data obtained by Electrochemical Impedance Spectroscopy (EIS) are

fitted to a relevant electrical equivalent circuit in order to evaluate parameters directly related
to the resistance and the durability of metal–coating systems. The purpose of this study is to
present a novel and more efficient computational strategy for the modelling of EISmeasurements
using the differential evolution paradigm.

Design/methodology/approach: An alternative method to non–linear regression algo-
rithms for the analysis of measured data in terms of equivalent circuit parameters is provided by
Evolutionary Algorithms (EAs), particularly the Differential Evolution (DE) algorithms (stan-
dard DE and a representative of the self–adaptive DE paradigm were used).

Findings: The results obtained with DE algorithms were compared with those yielding
from commercial fitting software achieving a more accurate solution, and a better parameters
identification, in all the cases treated. Further, an enhanced fitting power for the modelling of
metal–coating systems was obtained.

Originality/value: The great potential of the developed tool has been demonstrated in
the analysis of the evolution of EIS spectra due to progressive degradation of metal–coating
systems. Open codes of the different differential algorithms used are included, also examples
tackled in the document are open. It allows the complete use, or improvement, of the developed
tool by researchers.
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1 Introduction

Corrosion is a natural phenomenon which converts a refined metal to a more chemically–stable form,
such as its oxide, hydroxide or sulphide. It takes place in various environments causing metal compo-
nents to fail and to deteriorate at different rates based on the metal composition and environmental
factors such as temperature, humidity and salinity among others. The global cost of corrosion is es-
timated to be US$2.5 trillion in the U.S.A., equivalent to roughly 3.4% of the global Gross Domestic
Product (GDP) (NACE International 2016). With this economic impact, that is comparable to other
countries, it is obvious that the fight against corrosion is necessary. A growing number of research
studies are dedicated to investigate the corrosion process in several mediums and to examine possible
mitigation options. Indeed, total elimination of the corrosion process may not be possible.

The most important type of corrosion process is of electrochemical nature. In this process, anodic
and cathodic reactions are involved. The most typical reactions are:

Anodic, corrosion process; Metal (Me):

Me −→ Men+ + ne− (1a)

Cathodic, neutral or basic medium:

1

2
O2 +H2O+ 2e− −→ 2OH− (1b)

Acidic medium:

2H+ + 2e− −→ H2 (1c)

In order to prevent a corrosion process, one of the semi–reactions showed above has to be avoided.
One of the corrosion protection techniques used is based in the establishment of a barrier between
the metal and the environment surrounding the metal, blocking the diffusion of contaminants and
humidity from the atmosphere to the metal surface. One of the most important techniques are organic
coatings (Kendig & Mills 2017) used to extend the life span of the metal in different environments.
In particular, the easiness of application, low cost and the remarkable corrosion protection efficiency
of protective coatings initiates further investigation and utilization of these techniques for corrosion
protection purposes. The performance of the different organic coatings is often established on the
basis of atmospheric exposure (Cambier et al. 2014, Prosek et al. 2012) and accelerated laboratory
tests (Prosek et al. 2012, Cambier & Frankel 2014). Due to the electrochemical nature of the corrosion
process, techniques as EIS (Electrochemical Impedance Spectroscopy) (Cambier & Frankel 2014,
Amirudin & Thierry 1995, Mansfeld 1995, Bonora et al. 1996, Scully & Hensley 1994, Bierwagen
et al. 2003, González-Guzmán et al. 2010) have come to be employed successfully in monitoring
the physicochemical changes occurring during the exposure of a metal–coating system to a given
corrosive environment, typically sea water (NaCl 3.5% w/w). EIS technique has proved to be very
useful for the detection of pores and defects in the coating (Santana et al. 2012) at significantly
earlier times (Amirudin & Thierry 1995, Kittel et al. 2001, Scully 1989, Kendig et al. 1993). Indeed,
relevant information regarding both the electrochemical behaviour of the metal–coating system and
the extent of the unprotected metallic areas can be extracted from the analysis of the impedance
spectra.

For an EIS study, typically, painted probes are placed in an electrochemical flat cell as depicted
in Figure 1, with the coated side facing the test solution acting as the working electrode. The
experimental setup is completed with a reference electrode and a counter electrode. With this
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arrangement, the response evolution of the alternating current/potential (impedance Z) of the paint
system can be monitored as a function of frequency. For experimental data, the frequency range
usually covers the 10 kHz–0.1 Hz, with a 10 mV amplitude for the sinusoidal voltage in order to
consider the system as pseudo–linear. Due to this wide range of frequencies, it is possible to obtain
information related to interfacial electrochemical phenomena (Orazem & Tribollet 2008, Lvovich
2012) through this technique. Therefore, these data are usually fitted to an equivalent electric
circuit through the use of some specific software. The analysis of the electrical parameters of this
equivalent circuit, and its evolution in time, allows qualitative and quantitative characterization of
the studied electrochemical system.

(a) (b)

reference

electrode

counter

electrode

test

solution

working

electrode

Figure 1: Typical electrochemical flat cells used for impedance measurements. The area of the sample
exposed to the test electrolyte was established in the lateral of the cell (a) or at the bottom (b) by
using rubber o–rings and a rigid Teflon holder to guarantee the water tightness of the system. The
electrochemical setup is completed with the reference and counter electrodes. The test solution often
is a NaCl 3.5% w/w aqueous solution, open to air, held at room temperature. Pictures: (a) taken
from (Santana 1999), (b) taken specifically for the present work.

Even today, the analysis and interpretation of EIS data is an arduous task, though there are
several commercial software packages available for the modelling of the experimental data, such as
EQUIVCRT developed by Boukamp (Boukamp 1986), ZSimpWin (Yeum 2001), as well as other
included in the software of acquisition of experimental data such as NOVA (Metrohm Autolab 2015).
The adjustment procedures of the experimental data are always based on non–linear regression
algorithms such as the Gauss–Newton method (GN), its modified variant (GNM), and the Levenberg–
Marquardt method (LM) (Macdonald & Garber 1977, Macdonald et al. 1982, Macdonald 1990,
Hansen et al. 2015). The resulting fits can be very accurate if a good initial estimation of the
adjustment parameters is introduced. This feature is precisely their main disadvantage or limitation,
so it is often hard for these algorithms to converge to the minimum (Ratkowsky 1983). In case of
existence of various local minima, the algorithm can stagnate in one of them. According to the
usual procedure to avoid this situation, several executions taken from different initial points should
be done so as to find the so–called good initial estimate. Although these programs can make fairly
adequate initial estimates of the parameters, this does not guarantee avoidance of the aforementioned
limitation. This problem has not been solved to full satisfaction.

A major development in computational optimization tools has occurred in recent years, leading to
the availability of Evolutionary Algorithms (EAs) (Simon 2013, Bäck 1996, Greiner et al. 2017), which
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are new methodologies that can be applied to the analysis and adjustment of impedance data (Cao
et al. 2003). The approach is inspired by the Darwinian principle of natural selection and genetic
reproduction. Among the paradigms encompassed in EAs, there are genetic algorithms (Holland
1975, 1992, Goldberg 1989), genetic programming (Koza 1993) and evolution strategies (Beyer 2001),
as well as Differential Evolution (DE) (Price et al. 2005). These algorithms are global optimizers due
to their population search, and they can address the search for optimal single– and multi–objective
solutions (Coello Coello et al. 2007). They have big advantages over traditional methods for problem
optimization, because they can be applied simultaneously with integer, discontinuous or discrete
variables. Furthermore, they have gained great importance for their potential as a technique for
solving complex problems, and they are frequently applied in many engineering fields in general
(Winter et al. 1996, Miettinen et al. 1998, Clegg & Robinson 2012, Greiner et al. 2015, 2018), and
in Process and Chemical Engineering in particular (Lucasius & Kateman 1993, Hibbert 1993a,b,
VanderNoot & Abrahams 1998, Yu et al. 1999, Wrobel & Miltiadou 2004, Valadi & Siarry 2014).

Developed by Rainer Storn and Kenneth Price (Storn & Price 1997), DE has shown good per-
formance and quality compared to other EAs in parameter adjustment problems involving real type
variables analogous to the system considered in this work (Trejo-Zúñiga et al. 2013, Peng et al.
2009, Chong et al. 2012). In recent years, DE has been widely used to deal with a wide range of
reference tests and real–world application problems (Cai et al. 2008, Neri & Tirronen 2010, Das &
Suganthan 2011, Rocca et al. 2011, Liu & Qiao 2015, Saber et al. 2017). Yet, it was observed that
the performance of the DE search process needed to be improved due to the increasing complexity
of modern optimization problems (Fan & Zhang 2016). Among the improvements proposed to the
performance of DE, we highlight the recent proposal of algorithms where the values of the param-
eters and/or operators associated with the algorithm are self–adapted during the evolution of the
numerical search process. Several algorithms have been developed with these characteristics, namely,
a self-adaptive DE (jDE) (Brest et al. 2006), other Self–adaptive DE (SaDE) (Qin et al. 2009), Com-
posite DE (CoDE) algorithm (Wang et al. 2011), DE with Dynamic Parameters Selection (DE–DPS)
(Elsayed et al. 2014), an ensemble of mutation strategies and control parameters with DE (EPSDE)
algorithm (Mallipeddi et al. 2011), a modified DE with p–best crossover (MDE pBX) (Islam et al.
2012), a Success–History Based Parameter Adaptation for Differential Evolution (SHADE) (Tanabe
& Fukunaga 2013), a linear population size reduction SHADE (L–SHADE) (Tanabe & Fukunaga
2014), and a DE algorithm with self–adaptive strategy and control parameters (SSCPDE) (Fan &
Yan 2015).

The use of DE and its variations in the chemical engineering field is going further in the recent
years (Angira & Santosh 2007, Moussa & Awotunde 2018). Frequently, these variations are found
mixed with other types of EAs as for example Genetic Algorithms GAs (Aguitoni et al. 2018).
A higher amount of them are focused in the design of heat exchange networks (Babu & Angira
2006, Zhang & Rangaiah 2013, Aguitoni et al. 2018) rather in EIS problems like the one tackled
here. A preliminary study to determine the impedance parameter setting of metal–organic coating
systems modelled by equivalent electrical circuits was published by the authors in (González et al.
2015), where a standard DE was applied to a problem of real impedance data corresponding to a
metal–paint system (a single layer system composed of an 100 µm epoxy polyamine layer applied
on carbon steel plate), immersed in a solution of NaCl. Results obtained by using standard DE
show improvement in the fitting quality given by commercial software. Kappel et al. (Kappel
et al. 2016) compared successfully the standard DE versus the Simplex method, proposing the use
of experimental Direct Current values concerning the steady–state responses of an electrode as a
regularization factor, besides considering EIS data. Recently, also Kappel et al. (Abud Kappel et al.
2017) used DE and proposed a method for obtaining confidence regions to the estimated parameters
of equivalent electrical circuits in EIS modelling with synthetic experimental data.

The main contributions of the present study are: first, to propose a fitting procedure using a more
robust DE algorithm approach, with a representative of the self–adaptation DE capabilities, both in
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terms of operators and parameters, particularly SaDE is used here in addition to the standard DE;
second, to show how both, DE or SaDE, give solutions even when commercial software is not able
to do it; and third, to apply DE algorithms both in the case of tests based on data extracted from
the literature and in the case of new experimental results considering the temporal degradation of
the metal–coating system. It will be shown that the fits obtained using DE algorithms improve the
robustness and precision of the proposed modelling solutions provided by commercial software.

The rest of the paper is structured as follows: Section 2 describes the adjustment process of
electrochemical system to equivalent electrical circuit and the physical meaning of its parameters.
Section 3 explains the fundamental aspects related to the DE algorithm and the self–adaptive al-
gorithm (SaDE) employed in that process. Next, in Section 4, results of its application and their
discussion are presented. Finally, in section 5 the main conclusions of this work are drawn.

2 Adjustment of electrochemical impedance parameters

For the modelling of a metal–organic coating system, it is well-known the use of an equivalent circuit
that contains two time constants R(C(R(CR)) (Kendig & Scully 1990, Mansfeld 1993) (see Figure 2–
a). It regards the polymeric coating as a non–sealing physical barrier separating the metal from the
environment due to permeability of water and oxygen.

Figure 2: (a) Equivalent electric circuit used for the simulation of metal–coating system (Mansfeld
1993). (b) Typical Nyquist diagram of the metal–coating system.

In this circuit, Re accounts for the unbalanced resistance between the reference electrode and the
working electrode and remains constant all the process, Cp is the capacity of the polymer coating
and Rp is the pore resistance due to the formation of conductive ion paths through the coating. Rt

is the polarization resistance of the area at the metal–coating interface in which corrosion occurs,
it controls the charge transfer, and Cd is the corresponding double–layer capacitance. In a typical
metal–coating system under immersion in sea water (NaCl 3.5% w/w), water will penetrate in the
system with time. The coating resistance Rp, which reflects the anti–penetrating ability of the
coating to electrolyte solution, will decrease with time, while the coating capacitance Cp, related to
the diffusion behaviour of electrolyte solution in the coating, will rise with time (Kendig & Scully
1990, Liu et al. 2009). When water and oxygen arrive at the metal interface through the coating, the
electrochemical reaction site is generated at metal/electrolyte interface and corrosion process takes
place.

For a satisfactory adjustment of the capacitive elements, a Constant Phase Element (CPE) is
usually introduced, defined as:
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ZCPE =
1

Q(jω)n
(2)

where ZCPE is the impedance of the CPE element, j is the imaginary unit, ω is the angular frequency
(expressed in rads−1), n is the phase constant angle of CPE (in rad), and Q is the CPE amplitude
(snΩ−1). Adopting Q notation for the CPE, the equivalent circuit adopts the form R(Q(R(QR)), and
its total impedance is given by:

Z = Re +
1

Qp(jω)np + 1
1

Qd(jω)nd + 1
Rt

+Rp

(3)

Any impedance fitting procedure aims to adjust the experimental data by minimizing the error
between them and the data produced by the equivalent circuit. The simplest form (and used in this
work) to quantify this error, which is to be minimized, is performed through the objective function
(OF) written as follows:

OF =

N
∑

i=1

[(Zrei − Zrei)
2 + (Zimi

− Zimi
)2] (4)

where N is the number of points in the experimental data corresponding to each frequency measured
(number of frequencies under analysis), Zrei and Zimi

are, respectively, real and imaginary impedance
components of the adjusted values for the simulated circuit, and Zrei and Zimi

the corresponding ex-
perimental values. In order to qualitatively visualize, the fit data are usually plotted as a Nyquist
diagram (real component of impedance on the x–axis and the negative imaginary impedance compo-
nent on the y–axis). This representation of the data is more compact and illustrative for this purpose
even if the frequency dependence is not explicitly. Figure 2–b displays a typical sketch of the Nyquist
diagram for the equivalent circuit of Figure 2–a.

3 Differential Evolution algorithms

In the following section, a description of Differential Evolution (DE) and Self adaptive Differential
Evolution (SaDE) algorithms used in this work are presented. First, DE principles and algorithm
are developed in sufficient detail. Later, in the second subsection, the relevant and distinct aspects
of SaDE are briefly discussed.

3.1 Standard Differential Evolution (DE)

DE belongs to the EAs paradigm, being inspired by the natural Darwinian principle of survival
of the fittest. The algorithm uses a population of NP individuals (NP being the population size),
which allows to optimize functions in a multidimensional continuous domain. Thus, each individual
in the population is a multidimensional vector representing a possible candidate solution in the
tackled optimization problem. The components of the aforementioned multidimensional vector are
each of the variables of the problem (in this work: Re, Rp, Rt, Qp, Qd, np and nd). The optimum
solution consists of the values of the variables obtained at the end of the optimization process. In
the terminology of EAs, those vectors are called chromosomes, and the vector components are called
genes. The chromosomes xi are modified in a succession of iterations, where evolutionary operators,
mathematical or computational, are applied on each generation.

The special feature of DE is its characteristic operator of mutation, it alters the genes of a
chromosome based on the idea of adding a scaled difference vector of two chosen chromosomes to a
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third one. In order to create a mutated individual vi, the selection of those chromosomes could be
based on a random choice (DE/rand) or based on the best chromosome found (DE/best), among other
possibilities. Figure 3–a shows an example of the mutation operator in a three genes optimization
problem. The parameter defining the scale factor is called F hereafter. There are also versions of DE
with addition of more than one difference vector in the mutation operator, usually one (DE/—/1,
Equation (5a)) or two (DE/—/2, Equation (5b)) are the used most. This mutation operator allows
variations associated to this evolution process: a) to diminish when the population is reaching the
optimum solution as individuals converge to similar values; b) to adapt in every dimension (every
gene) considering the higher or lower proximity to the convergence; c) to be correlated among variable
dimensions which means an efficient search even in coupled problems; see, e.g., (Simon 2013).

v

(a) (b)

Figure 3: (a) DE mutation (three dimensional optimization problem, adapted from (Simon 2013)).
(b) Block diagram of the DE algorithm.

DE/rand/1: vi = xr1 + F (xr2 − xr3) (5a)

DE/rand/2: vi = xr1 + F (xr2 − xr3) + F (xr4 − xr5) (5b)

The crossover operator has the function of mixing the genetic information of two chromosomes to
create a new individual ui. In DE, crossover mixes the genes of a particular chromosome xi with a
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mutation-generated individual vi. Each gene is crossed (or not) depending on a probability variable
called crossover rate (CR). Binary crossover is as follows:

uik =







vik if random(0, 1) < CR or k = Jr

xik otherwise
(6)

where Jr takes an integer value between 1 and the number of genes; it guarantees that at least one
component of the vector is always crossed.

Finally, the selection operator allows the fittest individuals, those with best values of the OF, to
have more survival probabilities and therefore to propagate their genes to the following generations.
The OF values of the reference chromosome xi and that generated after mutation and crossover
operations ui are compared, choosing the one with best OF to be passed to the next generation and
discarding the other.

The process of mutation, crossover and selection is repeated in successive generations until the
stopping criterion is reached. Usually, the stopping criterion is a maximum number of generations
or OF evaluations that allows the population to converge upon the optimum solution.

In Figure 3–b, a diagram of the DE algorithm is depicted. It starts with the creation of an
initial population composed of NP individuals xi. Likewise, each individual is composed by as many
values as there are parameters in the equivalent electric circuit used in the model. Initially, randomly
generated values are assigned to each variable being the parent population xi in the first generation.
Among the mutation alternatives, the most classical is called DE/rand/1/bin (Storn & Price 1997).
Parents xi and mutants vi are crossed over to generate the offspring ui, governed by the crossover
rate parameter CR. Subsequently, offspring individuals ui compete with their parents xi based on
their OF values to decide which is transferred to the next population generation, while the loser
is discarded. The parameters that govern the behaviour of the above described DE algorithm are:
population size (NP), scale factor (F) and crossover rate (CR). DE convergence is sensitive to the
appropriate election of those parameters depending on the particular problem handled. NP has a
crucial role in the maintenance of equilibrium between exploration and exploitation when searching
for the optimum solution, as a population with an excessive number of individuals could lead to
a very slow convergence, while a population with very few individuals could lead to a premature
stagnation converging to a local optimum.

3.2 Self adaptive Differential Evolution (SaDE)

Due to its stochastic nature, to reach an appropriate performance in optimization by applying a
standard DE to a given problem, frequently the values of the corresponding parameters are tuned:
CR, F and NP and the type of mutation strategy. The tuning of different parameters values and
mutation strategies may affect the outcome quality depending on the robustness in a particular
given problem. Even in different stages of the evolution, some values of the strategies could be more
beneficial than others. Definitely, is a hard task to find the proper combination of parameters and
strategies for a fast and successful convergence of the algorithm.

A DE variant, which is able to self–adapt both the parameters values and mutation strategies
“on the fly” according to the ongoing performance, has been implemented and tested in this work for
the modelling of the EIS problem. This variant is the so–called Self adaptive Differential Evolution
(SaDE) (Qin et al. 2009).

The pool of mutation strategies is as suggested by (Qin et al. 2009) and their expressions are as
follows:
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DE/rand/1: vi = xr1 + F (xr2 − xr3) (7a)

DE/rand/2: vi = xr1 + F (xr2 − xr3) + F (xr4 − xr5) (7b)

DE/rand− to− best/2: vi = xi + F (xbest − xi) + F (xr1 − xr2) + F (xr3 − xr4) (7c)

DE/current− to− rand/1: vi = xi + F (xr1 − xi) + F (xr2 − xr3) (7d)

The three first mutation strategies (Equations (7a) to (7c)) are associated with a binary crossover
strategy, as explained in the previous subsection. On the other hand, when last mutation strategy
is chosen (Equation (7d)), no crossover operation is used.

The probability for applying a particular mutation strategy depends on its capacity for generat-
ing successful chromosomes in the previous generations. The mutation strategies that have created
chromosomes with lower values of OF have more probability for being chosen in the current genera-
tion. In order to calculate this probability, memories are considered to store success and failure rates
within a fixed number of previous generations, this is the so–called learning period (LP). According
to this probability, a stochastic universal sampling (Baker 1987) is applied to assign the mutation
strategy to each chromosome in the current generation.

Only NP and LP are user specified parameters in SaDE, with CR and F being defined by normal
distributions, whose initial mean value (Qin et al. 2009) is 0.5 for both parameters, with a standard
deviation of 0.3 for F and 0.1 for CR. Mean value of CR is adapted through the search process based
on its values in successful chromosomes generated in the previous LP generations, and there is an
independent calculation for each mutation strategy.

SaDE algorithm eliminates the exhaustive search for the most suitable mutation strategy and its
associated CR parameter on each particular case. For more details about SaDE algorithm and its
implementation, references (Qin et al. 2009, Qin & Suganthan 2005) should be consulted.

EAs are stochastic methods which depend on an initial random population, as well as on proba-
bilistic based operators (mutation, crossover). Therefore, in order to compare behaviour of different
parameter values, different operator types, or even different algorithms, it is necessary to compare
not a single outcome of the algorithm, but a set of independent executions. In the present study,
five independent runs for each algorithm were assumed.

4 Results and discussion

To validate the possibilities of the procedure, first, synthetic impedance data from the literature
were used in order to predict impedance parameters in a system composed of two time constants
(Yeum 2002, Esteban & Orazem 1991). Next, real impedance data corresponding to the temporal
degradation of a metal–coating system, immersed in a solution of NaCl, were evaluated. It was
a double layer system composed of an inner 100µm epoxy–polyamine layer and a 50µm acrylic
polyurethane finishing layer applied on carbon steel plate with Sa2 1/2 surface finish. Additional
details on this system can be found in (Santana et al. 2012).

A population size (NP) of 200 individuals and stopping criterion of 5000 generations have been
used in the DE and SaDE algorithms. Standard DE tested with a three-parameters combination,
(F = 0.5; CR = 0.5), (F = 0.9; CR = 0.1) and (F = 0.1; CR = 0.5), is shown. Initial mean
values and the standard deviations of the Gaussian normal distribution in SaDE (mean, standard
deviation) were as follows: CR = (0.5, 0.1), F = (0.5, 0.3), and learning period (LP) was set to 30
generations.
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4.1 Case 1. Validation of the procedure. TestB system taken from

(Yeum 2002, Esteban & Orazem 1991)

The demonstration case is labelled as TestB in the ZSimpWin software (Yeum 2002), it corresponds
to the adjustment of synthetic impedance data generated from the equivalent circuit in Figure 2–a
to data extracted from a study performed by Esteban and Orazem (Esteban & Orazem 1991).

Table 1 shows the values of the parameters from the equivalent circuit obtained using DE and
SaDE algorithms, together with those estimated using ZSimpWin (Yeum 2001) for reference. The
values of the objective function OF (Equation (4)) obtained in each case are also listed. The cor-
responding Nyquist diagrams are depicted in Figure 4–a, allowing a qualitative comparison of the
experimental data with the simulated data delivered by the three fitting procedures under considera-
tion. Additionally, Table 2 lists the final OF values obtained for each of the five executions employed
for DE and SaDE, together with the average, best, worst, median and standard deviation found.
The evolution of convergence using DE and SaDE algorithms on this system is given in Figure 4–b,
whereas the horizontal line in the plot gives the corresponding OF value obtained using the circuit
parameters values produced by ZSimpWin. It depicts the average of best OF values (on axis Y)
for each generation (on axis X). Each execution involves 48 and 50 s computation costs for DE and
SaDE, respectively, on an Intel Core i5–6198DE–2.30GHz computer with 8 GB RAM and 64–bit
operative system.

ZSimpWin DE SaDE

Re/Ωcm
2 9.92 8.66 (–12.70%) 8.60 (–13.31%)

Rp/Ωcm
2 111.42 120.70 (+8.33%) 120.95 (+8.55%)

Rt/Ωcm
2 190.70 180.88 (–5.15%) 180.66 (–5.26%)

Qp/s
nΩ−1cm−2 1.235 · 10−5 2.299 · 10−5 (+86.15%) 2.321 · 10−5 (+87.94%)

np 0.9758 0.8872 (–9.08%) 0.8857 (–9.23%)
Qd/s

nΩ−1cm−2 2.867 · 10−3 2.988 · 10−3 (+4.22%) 2.992 · 10−3 (+4.36%)
nd 0.8474 0.9272 (+9.42%) 0.9281 (+9.52%)
OF 1.8164 · 103 9.0955 · 102 (–49.93%) 9.0982 · 102 (–49.91%)

Table 1: Case 1. Validation of the procedure. TestB system taken from (Yeum 2002, Esteban &
Orazem 1991). Parameters of the equivalent circuit obtained with ZSimpWin (Yeum 2001), and the
best solutions with DE and SaDE algorithms.

From the aforementioned, the following observations regarding fit operation can be extracted:

• As shown in Table 2, the obtained results with the standard DE depend on the values of F
and CR parameters. For example, the difference of the average between the best (F = 0.5;
CR = 0.5) and worst (F = 0.1; CR = 0.5) tested parameter combination is greater than
400%. The goodness of the performance of the values depends on the handled problem, and
it is a priori unknown. This is a conventional behaviour of the EAs and metaheuristics (DE
in our case): their parameters could greatly influence the search behaviour. On the contrary,
in the more robust SaDE algorithm there are no initial F and CR parameters to tune, and its
self-adapting capabilities are able to propose a good final optimum solution, in the same order
of magnitude as the best DE shown in Table 2.

• According to Tables 1 and 2, the best final solution produced by among all combinations of F
and CR parameters of DE and SaDE algorithms is in the same order of magnitude, both only
differ on the fourth significant figure (OFDE = 909.55 vs OFSaDE = 909.82). Also the average
convergence of SaDE is faster in the early stages of the evolution (cf. Figure 4–b) because it
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(a)

(b)

Figure 4: Case 1. Validation of the procedure. TestB system taken from (Yeum 2002, Esteban &
Orazem 1991). (a) Nyquist diagrams of experimental data and simulations to equivalent circuits
obtained from the best fit with ZSimpWin (Yeum 2001) and the algorithms DE (F = 0.5; CR = 0.5)
and SaDE used. (b) Evolution of the average convergence of best values of OF obtained in each
generation using DE (F = 0.5; CR = 0.5) and SaDE (in the interest of clarity, only the evolution in
the first 800 generations is shown).

is able to select, on each stage of the evolution, the proper mutation strategy from the pool
(Equation (7)) and the F and CR parameters combination.

• There is a significant improvement of the best fitted plots using DE algorithms compared to
that delivered by the commercial software taken for comparison purposes. Thus, the objective
function given by ZSimpWin amounted OF= 1.8164·103, whereas smaller values (in the order of
50%) are obtained using either DE (OF = 9.0955 ·102) or SaDE (OF = 9.0982 ·102) algorithms.
The differences between the circuit parameters values obtained by using DE or SaDE, and the
values obtained by using ZSimpWin depend on the efficiency of the optimization method and
the parameter sensitivity in the model. This differences are between 4% and 14% for Re, Rp,
Rt, np, Qd and nd, and is almost 90% for Qp (cf. Table 1). Thus, in this problem, although
in some parameters, the value differences are maintained in a low range, in others, these can
be very high. All this suggests that, while DE algorithms have found the global optimum,
ZSimpWin has been probably trapped in a local suboptimum.
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DE DE DE

F CR F CR F CR
0.9 0.1 0.1 0.5 0.5 0.5 SaDE

Execution 1 1145.5034887 2614.7362320 909.5516225 909.8188502
Execution 2 1082.5334186 6051.9642576 909.5512448 911.4402325
Execution 3 971.1022822 2786.0926525 909.5521927 916.0706725
Execution 4 967.2706802 3360.1016781 909.5513893 927.2312285
Execution 5 997.6611296 5392.5337059 909.5511607 911.2602060
Average 1032.8141999 4041.0857052 909.5515220 915.1642379
Best 967.2706802 2614.7362320 909.5511607 909.8188502
Worst 1145.5034887 6051.9642576 909.5521927 927.2312285
Median 997.6611296 3360.1016781 909.5513893 911.4402325
Standard deviation 70.02 1410.20 3.70 · 10−4 6.39

Table 2: Case 1. Validation of the procedure. TestB system taken from (Yeum 2002, Esteban &
Orazem 1991). OF statistics of DE and SaDE algorithms executions for the experimental data shown
in Figure 4–a.

4.2 Case 2. Temporal degradation of a metal–coating system composed

of two layers epoxy–polyamine (100µm) + acrylic polyurethane (50µm)
coating on carbon steel plate (Santana et al. 2012)

Simulations were also performed on a two–layer coating system applied on a carbon steel plate
with Sa2 1/2 surface finish. In brief, the inner coating layer was a 100µm thick epoxy–polyamine
primer, and the topcoat consisted in 50µm thick polyurethane. Impedance spectra were recorded
at different times up to 890 h during exposure in NaCl 3.0% w/w aqueous solution, by applying a
10 mV amplitude sinusoidal voltage in the 10 ≤ f ≤ 50 kHz frequency range, 14 points per decade
(Santana et al. 2012). A flat three–electrode configuration was employed, with the coated metal
placed at the bottom of the cell facing upwards to the solution, with 5.56 cm2 exposed area.

In previous case, SaDE was shown to be a more robust option than DE; this, joined with the
similar outcomes provided by both algorithms (once the proper combination of CR and F parameters
for DE algorithm was found), are the reasons why only SaDE is considered here. Here, a population
size (NP) of 200 individuals, stopping criterion of 10000 iterations and learning period (LP) of 30
generations have been used.

Figure 5 shows a comparison, in a typical Nyquist graph, between the experimental data corre-
sponding to measurements at various elapsed times, namely, 150, 215, 310, 385, 480, 550, 650, 720
and 890 h, and the simulations obtained using ZSimpWin and SaDE. It should be noticed that no
convergence was obtained using ZSimpWin for some of the exposures (215, 385, 480, 720 and 890
h), whereas the experimental data could always be fitted using SaDE. The normalized OF values
corresponding to the optimal solutions obtained for the five programmed executions of the SaDE
algorithm to each impedance spectrum are depicted in Figure 6. Among them, the execution that
offers the best fit on each elapsed time, which have been joined using a black line, was employed to
produce the simulated spectra in Figure 5. The total calculation time required to perform each of
these independent runs was 55 s on an Intel Core i5–6198DE–2.30GHz computer with 8 GB RAM
and 64–bit operating system. Similar execution time than Case 1 is obtained for a double number
of iterations because the number of points of experimental data are almost half.

From the aforementioned, the following observations regarding fit operation can be extracted:

• The use of the SaDE algorithm allowed fitting the chosen equivalent circuit to all the exper-
imental impedance spectra, whereas ZSimpWin failed to find a consistent solution in some
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Figure 5: Case 2. Temporal degradation of a metal–coating system composed of two layers epoxy–
polyamine (100µm) + acrylic polyurethane (50µm) coating on carbon steel plate (Santana et al.
2012). Evolution of the Nyquist diagram. Experimental data and response of equivalent circuits
obtained using ZSimpWin (Yeum 2001) and SaDE algorithm.
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Figure 6: Case 2. Temporal degradation of a metal–coating system composed of two layers epoxy–
polyamine (100µm) + acrylic polyurethane (50µm) coating on carbon steel plate (Santana et al.
2012). Normalized values of OF for the 5 executions carried out with the proposed SaDE algorithm.

cases. In order to obtain a solution with ZSimpWin, one of the possibilities carried out by
chemical engineers is through a two steps procedure. First, experimental data are fitted by
using a equivalent circuit constituted by pure capacitors instead of CPEs, i.e. a R(C(R(CR))
equivalent circuit. Obtained parameters values are used as a seed in the second step of the
fitting procedure with the target equivalent circuit, R(Q(R(QR)). This way, but not in all cases,
a solution can be obtained using ZSimpWin for experimental EIS data which were not able
to be fitted directly with the R(Q(R(QR)) equivalent circuit. This procedure is not necessary
when using SaDE, which provides a proper fitting to all the experimental impedance spectra.

• Only small variations are found among the fits obtained in the five executions considered (see
Figure 6), a feature also observed in the system used for verification in Case 1. It demonstrates
again the robustness of the SaDE algorithm.

• Though the Nyquist plots may significantly vary for measurements done at different elapsed
times in the test solution, the OF values for the five executions exhibit similar variations for
each impedance spectrum. Therefore, the SaDE algorithm is able to find a solution for the
equivalent circuit in a robust and reliable way and, above all, continuously over the temporal
degradation of the system.

Relevant information regarding both the electrochemical behaviour of the metal–coating system
and the extent of the corrosion process can be extracted from the analysis of the impedance spectra
for different immersion times. The temporal analysis of the different parameters offer a good idea
about the performance of the metal–coating system. These parameters are plotted as a function
of the duration of exposure for the metal–coating system under investigation in Figure 7, allowing
the evolution of the process to be monitored. The time degradation of fitted circuit components
is consistent with the typical expectations for a metal–coating system. The coating resistance Rp

exhibits a steady decay with the elapse of time, amounting to one order of magnitude for the duration
of the experiment (i.e, a diminution from initial values close to 2.5 · 107Ωcm2 down to 2.5 · 106Ωcm2

after 890 h), as it is logical, being subjected to an aggressive environment such as a salt water solution.
That is, ionic pathways are progressively developed through the coating allowing the underlying metal
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to be exposed to the environment. Next, the component Rt, related to the charge transfer resistance
at the metal–coating interface, shows an almost 10–fold decrease (namely from 1.6 · 107Ωcm2 to
2.0 · 106Ωcm2), indicating that the corrosion rate of the metal increases simultaneously to the loss of
barrier characteristics of the polymer coating. In turn, areas where corrosion has started it extends,
and therefore, the corrosion resistance decreases. On the other hand, Qp and Qd increase due to the
water infiltration in the coating and in the metal-coating interface, respectively.

5 Conclusions

This paper presents a novel computational strategy for the modelling of Electrochemical Impedance
Spectroscopy (EIS) measurements using a Self–adaptive Differential Evolution algorithm (SaDE).

The applicability of the new procedure has been tested in metal–coating systems exposed to
aqueous electrolyte solutions that present two time constants in their impedance spectra, usually
described by an equivalent circuit of the type R(Q(R(QR)).

The SaDE algorithm was implemented and tested both with a set of synthetic impedance data
taken from the literature, and with a real metal–coating system composed of a 100 µm epoxy–
polyamine layer and a 50 µm acrylic polyurethane finishing layer applied on carbon steel plate. The
results obtained in this work are very promising, because they significantly improve those delivered
by the simulation and adjustment of the same systems using the commercial software most widely
employed by scientists working on the characterization of metal–coating systems (namely ZSimpWin).

It is well known that some unusual EIS data hardly yield good fitting results by non–linear
regression algorithms. In addition, to get a solution provided by the commercial software was no
possible for some cases tackled in this work.

Work in progress focuses on the application of this numerical method to the physicochemical
characterization of other electrochemical systems, as well as to improve the efficiency of the developed
algorithm. In any case, the scientific objective of this first phase of the work has been to demonstrate
the suitability of the methodology to deal with the problem taking into account two requirements:
low computing time and the simplicity in the control parameters of the algorithm (SaDE only has
three parameters to be tuned). The first result of the work has been an efficient, accurate (more
accurate and stable than the available commercial software) and easy-to-use tool for professionals
who are not specialist in computational engineering.

Further research is needed to see if better results can be achieved, and the possibility is completely
open for continuing in the close future by comparing among different self-adapted DE, in addition
to SaDE.
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Supplementary material

Supplementary material associated with this article can be found at DOI: 10.5281/zenodo.2654862.
On the compressed file, the open codes in C++ language for DE and SaDE algorithms are included
on the corresponding folders prepared for compiling with GNU compiler (Stallman 2012). Examples
of input and output files for each algorithm are also included. The call graph between functions are
depicted on Figure 8 for each algorithm, (a) DE and (b) SaDE.

(a) (b)

Figure 8: Call graph between algorithm functions. (a) DE and (b) SaDE.

On the other hand, executable files and simulation examples included in this work are also included
in the compressed file, and structured according to the cases (Sections 4.1 and 4.2, respectively).
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