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Abstract

Stiff wave barriers are capable of reducing the transmission of ground vibrations. Most designs consist
of a single vertical wall, although double walls are also being considered. This paper investigates the shape
optimization (position, inclination, length and thickness) of these topologies in a two-dimensional setting, for
a point source and a point receiver placed symmetrically with respect to the design domain. Three types of
sources are studied: a single-frequency source, a broadband source and a harmonic source within a given
frequency range. An economical constraint on the maximum material use is considered. A multi-region BEM
methodology is used for evaluating the objective function and its gradient. Analytical expressions are pre-
sented for the sensitivities, providing a very effective simulation tool for this type of problem. It is found
that significant improvement can be achieved by repositioning and inclining the walls when compared to the
reference cases. It is also found that optimized double wall barriers outperform single wall barriers. The
improvement is insignificant for sources which generate Rayleigh wavelengths similar to the design domain
depth, but it greatly increases as frequency increases and the penetration depth decreases.
Keywords: wave barrier; shape optimization; boundary element method; shape sensitivity; analytical sensi-
tivity

1 Introduction
Machinery and transportation systems are sources of vibrations that can travel through the soil to nearby con-
structions, where they can annoy people or cause equipment malfunctioning or even mechanical damage [1].
Whole-body vibrations are perceived in the frequency range 1-80 Hz [2], while higher frequency vibrations in
the range 16-250 Hz lead to re-radiated noise inside buildings, which is also known as ground-borne noise [3].
In order to reduce these vibrations, a wave barrier can be installed along the transmission path as a passive at-
tenuation system. For surface waves, open trenches are the best solutions to such problem since their stress-free
boundaries act as perfect reflectors of elastic waves [4]. Their effectiveness greatly depends on the ratio between
the Rayleigh wavelength and the trench depth. However, a pure open trench can not be excavated to any desired
depth for soil stability reasons and the possible presence of ground water. Therefore, alternative systems such as
open trenches reinforced with retaining sheet piles or concrete walls [5], in-filled trenches with soft [6] or stiff
materials [7, 8], or the installation of sheet piles [9] or rows of piles [10], are also used. Nowadays, the versatil-
ity of construction methods such as jet grouting opens up the door for more complex designs based on in-filled
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trenches with stiff materials. Recently, the use of manufactured structured media (metamaterials/metabarriers)
[11] is also being considered for guiding of Rayleigh waves.

Van hoorickx et al. [12] explored novel stiff wave barriers designs obtained via topology optimization [13].
The designs emerging from topology optimization greatly improve the performance of any other conventional
wave barrier. They are capable of producing a very high insertion loss at target frequencies, or a considerably
improved insertion loss within a frequency range. They are, however, quite complex and thus require manual
post-processing in order to define a viable design. In the present paper, we study the problem from a different
perspective by exploring the possibilities of the shape optimization of simpler feasible designs: single and
double wall barriers; where position, inclination, length and thickness of walls are taken as design variables.
Single vertical walls have been extensively studied, while double wall barriers have been considered recently
[14]. The effect of wall inclination has been considered by Andersen et al. [15, 16], where it was observed that
it is capable of improving barrier performance.

The Boundary Element Method (BEM) is probably one of the most used analysis tools for this type of wave
propagation problems, and it is also used in this work. Open and in-filled trenches have extensively been studied
through two-dimensional BEM models, see e.g. [17, 18]. Three-dimensional open and in-filled trenches and
piles have also been studied [19, 20, 10]. Coupled BEM–FEM models are often used in order to incorporate
structural members in a more natural and efficient manner [6, 8, 9, 21]. Three-dimensional and two-and-a-half-
dimensional models offer more realistic results at the expense of more computational costs. However, as argued
by Andersen et al. [22], two-dimensional models lead to similar wave patterns, and they offer a good trade-off
for most typical long buried structures. Therefore, for long wave barriers, a two-dimensional methodology offers
a good compromise between reproducing the actual physical problem and having a moderate computational
cost. This is especially true for optimization problems, where a number of designs are evaluated in an iterative
procedure.

In the present work, gradient-based shape optimization is used. The use of the BEM in the context of
gradient-based design optimization began in the 1980s for two-dimensional heat conduction [23, 24] and elas-
tostatics [25, 26] problems. More recently, Bonnet [27, 28, 29, 30] covered a wide range of shape sensitivity
analysis using the BEM and a rigorous mathematical treatment. In particular, Bonnet [31] proved that material
differentiation formulas for regular integrals still hold for strongly singular and hypersingular integrals, which
demonstrated that material differentiation can be applied to non-regularized as well as regularized BIEs. Gal-
lego, Rus and Suárez [32, 33, 34, 35, 36] used the BEM for cavities and crack identification in potential and
elastic problems, where geometric sensitivity BIEs derived from the Taylor’s expansion of the shape pertur-
bation are developed. In the present work, the latter technique is used to formulate the Geometric Sensitivity
BEM, which is used in a direct approach rather than in an adjoint approach since a relatively small number of
design variables is present in the studied problems.

The paper is organized as follows. In Section 2, the methodology and the formulation of the optimization
problem are described. In particular, Sections 2.1 and 2.2 describe the use of the BEM for zero- and first-order
geometric sensitivity analyses of time harmonic elastodynamics. Section 2.3 states the optimization problem
and explains how it is solved. In Section 3, the methodology is validated, and then the obtained optimized wave
barriers are described and results are interpreted from a physical point of view. Finally, conclusions are given
in Section 4.

2 Methodology

2.1 Geometric Sensitivity BEM for elastodynamics
Let Ω be a region in R2 with boundary Γ = ∂Ω whose orientation is defined by the outward unit normal vector
n = (n1,n2)

T . Region Ω is an elastic solid under a plane strain state whose properties are: density ρ , Poisson’s
ratio ν , shear modulus µ , and Lamé’s first parameter λ = 2µν/(1−2ν). A hysteretic damping ratio ξ can be
considered by using complex elastic constants µ = Re(µ)(1+ i2ξ ) and λ = Re(λ )(1+ i2ξ ). Displacements
are denoted as uk, and tractions as tk = σkjn j, where the stress tensor is σkj = λum,mδkj + µ(uk,j + uj,k), and
k, j,m = 1,2. For the time harmonic analysis at circular frequency ω = 2π f , the Singular BIE (SBIE) for an
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interior or boundary collocation point xi can be written as [37]:

ci
lkui

k +−
∫
Γ

t∗lkuk dΓ =
∫
Γ

u∗lktk dΓ (1)

where the body loads have been disregarded, l = 1,2 is the live index related to the load direction, and k = 1,2
is the dummy index related to the observation direction. In the present work, the superscript i is used to denote
variables or parameters defined at the collocation point. Fundamental solutions in terms of displacements u∗lk
and tractions t∗lk can be found elsewhere, e.g. [37]. The free-term ci

lk for two-dimensional elastic problems can
be found for example in [38]. The left hand side integral of Eq. (1) must be understood in the Cauchy Principal
Value sense when xi ∈ Γ. Assuming a discretization of Γ based on isoparametric Lagrange elements with shape
functions φ

(e)
p , each boundary element e introduces the following approximation:

xk = φ
(e)
p x(e)kp , uk = φ

(e)
p u(e)kp , tk = φ

(e)
p t(e)kp (2)

where p = 1, . . . ,N(e)
n , and N(e)

n is the number of nodes of boundary element e. An appropriate collocation of
Eq. (1) once discretized leads to the well-known relationship:

Hu = Gt (3)

and, after applying boundary conditions, can be written as:

Ax = Bx̆ = b (4)

where A is composed of components of the influence matrices H and G related to the unknown components
of u and t (gathered in x), and B is composed of components of H and G related to the known components
(boundary conditions) of u and t (gathered in x̆). The solution of Eq. (4) provides displacements and tractions
along Γ. Afterwards, Eq. (1) can be used to calculate displacements at internal collocation points (xi ∈Ω).

Let Ω be parametrized by a set of Ndv design variables, which can be arranged in a vector as a=(a1,a2, . . . ,aNdv)
T ,

i.e. Ω = Ω(a). By performing a Taylor’s expansion of this parametrization around a given reference domain
Ω(a0), it is possible to build a linear mapping of each material point x of the reference domain Ω(a0) to its
position x̃ in a perturbed domain Ω̃ as:

x̃ = x+
(

∂x
∂ad

)
a0

(
ad−a0

d
)
= x+δxd

(
ad−a0

d
)
, d = 1, . . . ,Ndv (5)

where δxd denotes the so-called design velocity of the design variable ad at x. Each design velocity defines the
region deformation imposed by the design variable with respect to which displacement and traction sensitivities
are calculated. As described in Section 1, there are several ways to arrive to a first-order Geometric Sensitivity
BEM (GS-BEM). In the present paper, we use the Geometric Sensitivity Singular BIE derived by Rus and
Gallego [35] (δSBIE), which is based on a linear Taylor’s expansion of Eq. (1) with respect to a given design
velocity field. For a single design variable a with design velocity δx, it can be written as:

ci
lkδui

k +bi
lkjmδxi

j,mui
k +

∫
Γ

t∗lkδuk dΓ+
∫
Γ

(δ t∗lk + t∗lkδJ)uk dΓ =

∫
Γ

u∗lkδ tk dΓ+
∫
Γ

(δu∗lk +u∗lkδJ) tk dΓ (6)

where l,k, j,m= 1,2; δJ is the variation of a differential length of boundary (dΓ) imposed by the design velocity
field, and bi

lkjm is a free-term which is always null except for non-smooth boundary collocation points with a
non-zero design velocity field. The presence of derivatives of the design velocity field in Eq. (6) forces to
perform the collocation at points where design velocities are C 1-continuous (differentiable) [35]. This issue
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is treated in Section 2.2. Left hand side integrals of Eq. (6) must be understood as Cauchy Principal Value
integrals (−

∫
) when xi ∈ Γ. The free-term ci

lk, and first and third integrals of Eq. (6) are similar to those of Eq.
(1), except that, instead of displacements and tractions, their sensitivities appear. The remaining terms contain
displacements and tractions, which are already known once the zero-order analysis is performed, and hence
constitute load terms. Assuming that displacement and traction sensitivities are interpolated in the same way as
displacements and tractions:

δuk = φ
(e)
p δu(e)kp , δ tk = φ

(e)
p δ t(e)kp (7)

and considering the same collocation setup as in the zero-order analysis, the first-order discretized system can
be written as:

Hδu+δHu = Gδ t+δGt (8)

which could also have been obtained by using a more straightforward semi-analytical approach, see e.g. [39].
However, a semi-analytical approach introduces additional difficulties and uncertainties regarding the selection
of appropriate finite-difference schemes and step sizes, leading to a methodology requiring some parameter
tuning. After applying the boundary conditions, Eq. (8) leads to the following linear system of equations:

Aδx = Bδ x̆+δGt−δHu = bδ (9)

where A and B are exactly the same as in Eq. (4), and the components of δ x̆ are related to the sensitivities of
the boundary conditions. Therefore, it is necessary to build as many load vectors bδ as design variables, and
then the resulting linear systems of equations are solved. Since Eq. (4) must be solved first, the factorization of
A is already available at this stage, and hence solving Eq. (9) is straightforward.

The previous formulation is given for a simple single region problem for the sake of brevity. The gener-
alization for multi-region problems is analogous to the conventional BEM since compatibility and equilibrium
conditions for displacement and traction sensitivities along interfaces are similar to those of displacements and
tractions.

2.2 Parametrization, design velocity field and collocation technique
Instead of using the coordinates of corner points as design variables, a set of more meaningful design vari-
ables are considered: the coordinates of key reference points of walls, and thicknesses. This avoids defining
an otherwise large set of equality constraints during optimization. Therefore, a given vector of design vari-
ables a = (a1,a2, . . . ,aNdv)

T analytically defines a set of Ngp parametrized geometry points p(q) = p(q)(a),
q = 1,2, . . . ,Ngp. At each iteration and for each frequency, a mesh generator (gmsh [40] is used) produces
the boundary element mesh using a pre-defined number of elements per wavelength. This guarantees a valid
mesh with an adaptive and minimal number of elements for each analysis.

There are many ways to define the design velocity field, see e.g. [41, 42], and this is the key to obtain
reliable sensitivities. Design velocity fields are not uniquely defined, but a number of theoretical and practical
conditions must be met [42]. Physically speaking, the design velocity field must be at least C 0 (continuous)
throughout the domain, otherwise the design velocity field breaks the domain. In the absence of body forces
and domain information in the optimization problem, only boundary design velocities have to be defined. A
design element approach [42] is used since it is appropriate for relatively simple designs. To this end, linear line
elements are used as design elements for the parametrization of boundaries. Design velocities are analytically
obtained at design nodes from parametrized geometry points p(q) = p(q)(a). Therefore, two different meshes
coexist for a given problem: a boundary element mesh (discretization of boundary x, u, t, δu and δ t), and a
design mesh (discretization of boundary x, δx). A given design element de establishes:

xk = ψ
(de)
q x(de)

kq , δxk = ψ
(de)
q δx(de)

kq (10)

where ψ
(de)
q are shape functions, q = 1, . . . ,N(de)

n , and N(de)
n is the number of nodes of design element de. Once

Eq. (6) is discretized, shape functions and derivatives of shape functions of design elements appear in the
integrals together with shape functions of boundary elements.
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Figure 1: Problem layout

As mentioned in the previous section, the Geometric Sensitivity Singular BIE shown in Eq. (6) requires
that the design velocity at the collocation point must have an even higher degree of smoothness (C 1). The
approach followed by Rus and Gallego [35] is to use standard Lagrange boundary elements and non-nodal
collocation along boundaries with non-null design velocities. This approach is very versatile as it automatically
guarantees differentiability at the collocation point, but it implies the evaluation of much more integrals than
strictly required. In the present work, standard Lagrange boundary elements are also used, but non-nodal
collocation is used only where it is required: at double nodes of the boundary element mesh producing a
singular coefficient matrix A, and also at nodes where the design velocity field defined by the design mesh is
not C 1. Similarly to Rus and Gallego [35], non-nodal collocation points are moved by 20% from nodal position.

2.3 Optimization problem statement
The problem under consideration is the shape optimization of a wave barrier system located within a rectangular
design domain [dmin

1 ,dmax
1 ]× [dmin

2 ,dmax
2 ]⊂R2. The design domain is located between a point source located at

xs, and a point receiver located at xr, both of them at the half-plane free-surface (see Figure 1). The point source
is a unit vertical displacement. The half-plane (soil) and the barrier system are homogeneous, isotropic, linear
elastic solids with bonded contact conditions. Time harmonic analyses are used to measure the performance of
the wave barrier, which is given in terms of the insertion loss at the receiver location defined as:

IL( f ,xr) = 20log10


√∣∣uwob

1 ( f ,xr)
∣∣2 + ∣∣uwob

2 ( f ,xr)
∣∣2√∣∣uwb

1 ( f ,xr)
∣∣2 + ∣∣uwb

2 ( f ,xr)
∣∣2
 (11)

where uk denotes the displacement component, superscript “wob” stands for “without barrier”, superscript “wb”
stands for “with barrier”, and f is the excitation frequency (in Hz). The wave barriers studied are fully described
in Section 3.

The problem at hand is a non-convex non-linear constrained optimization problem which can be formulated
as:

min
a

χ (12a)

s.t. amin
j ≤ a j ≤ amax

j , j = 1, . . . ,Ndv (bounds) (12b)

dmin
k ≤ p(q)k ≤ dmax

k , k = 1,2, q = 1, . . . ,Ngp (design domain) (12c)
gm ≤ 0, m = 1, . . . ,Nc (compatibility) (12d)
A≤ Amax (economy) (12e)
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where three different types of objective functions are considered:

χ = χ
s =−IL

(
f opt,xr) (13)

χ = χ
avg =−

Nf

∑
i=1

wi · IL
(

f opt
i ,xr

)
=−IL

({
f opt
1 , . . . , f opt

Nf

}
,xr
)

(14)

χ = χ
mm = max

i=1,...,Nf
−IL

(
f opt
i ,xr

)
=−ĬL

({
f opt
1 , . . . , f opt

Nf

}
,xr
)

(15)

Four types of constraints are defined: Eq. (12b) establishes the bounds of design variables a j, Eq. (12c) restricts
the parametrized geometry points within the design domain, Eq. (12d) establishes the geometric compatibility
constraints in order to avoid geometric degeneration (see e.g. Eq. (19)), and finally Eq. (12e) imposes an
economic constraint by limiting the cross section area of the barrier (amount of material). The first type of
objective function defined by Eq. (13) is the insertion loss at a receiver point xr for a given frequency f opt,
where a change in sign is used in order to formulate a minimization problem. This objective function focuses on
obtaining an optimized wave barrier for a fixed single-frequency source. The second type of objective function
defined by Eq. (14) is a weighted average insertion loss for a given set of Nf frequencies, each of one weighted
by wi (∑Nf

i=1 wi = 1), which aims to obtain an optimized wave barrier for a broadband source. The third type
of objective function defined by Eq. (15) chooses the worst insertion loss from insertion losses evaluated at
a given set of frequencies. It aims at obtaining an optimized wave barrier appropriate for a harmonic source
whose frequency can vary within a given frequency range.

The optimization problem is solved using the Optimization Toolbox™ from the numerical computing soft-
ware MATLAB® [43]. For the objective functions defined by Eqs. (13) and (14), the function fmincon with the
sqp (Sequential Quadratic Programming) algorithm is used. For the objective function Eq. (15), the function
fminimax is used. In this problem many local minima may appear, and a simple multi-start procedure [44] is
used to overcome this issue. It is, however, not possible to guarantee that the best local minimum found with this
procedure is the global minimum. The procedure consists of studying new randomly generated feasible starting
points until the difference between the number of expected local minima (Proposition 2 in [44]) and the number
of different local minima found is below a given tolerance (0.5 is chosen), or until the number of starting points
studied is greater than a certain maximum (50 is chosen). The optimization of a given initial point is halted
when it is converging to an already studied basin of attraction. These stopping conditions guarantee global
optimization termination with most of the minima found, and a reasonable computational cost. As discussed in
[44], it is very interesting to note that, based on Bayesian analysis, the number of starting points to be studied
depends on previously found local minima and not on the number of design variables of the problem. The
objective function and its gradient are evaluated by means of an in-house BEM and GS-BEM code developed
in Fortran following the methodology described in previous sections.

3 Results and discussion
In this section, two wave barrier topologies are studied: a single wall barrier, and a double wall barrier. Figure 2
shows the general setting and the wave barrier topologies together with the corresponding design variables a j.

The source and receiver are 15 meter apart (xs = (−7.5,0), xr = (7.5,0)), and the design domain is 5 meter
wide and 8 meter deep (dmin

1 =−2.5, dmax
1 = 2.5, dmin

2 =−8, dmax
2 = 0). The soil region Ωs has a shear modulus

µs = 80 MPa, Poisson’s ratio νs = 1/3 and density ρs = 2000 kg ·m−3. Regions Ωb, Ωb1 and Ωb2 represent
elastic regions of the barrier with shear modulus µb = 605 MPa, Poisson’s ratio νb = 1/4 and density ρb = 2000
kg ·m−3. A conventional hysteretic damping ratio of 5% is considered for all regions, i.e. ξs = ξb = 0.05. Any
value between 0% and 7% has a limited influence in this type of problems [18].

The range of frequencies of interest is f ∈ [20,80] Hz, and an evenly spaced set of eleven frequencies
fopt = {20,26,32, . . . ,80} Hz is considered for all the objective functions. For the objective function χs defined
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Source Receiver
(a1,0)

Ωs

Ωb

x1 (m)
x2 (m)

(7.5,0)(−7.5,0)

a4

(a2,a3)

(a) Single wall barrier

(a1,0)

(a2,a3)

Ωb1

a4

(a6,a7)

Ωb2

a8

(a5,0)

Ωs

x2 (m)

x1 (m)

(b) Double wall barrier

Figure 2: Studied wave barrier topologies: (a) single wall barrier, and (b) double wall barrier; both located
inside a design domain of 5 m × 8 m (in orange).
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by Eq. (13), one optimized design per source frequency f opt in the set is obtained. For objective functions
χavg and χmm defined respectively by Eqs. (14) and (15), the frequencies in the set are the sampling points
of the otherwise continuous insertion loss spectra, and thus one optimized barrier per objective function is
obtained. This relatively coarse frequency sampling provides a good approximation of the continuous spectra
while keeping a reasonable computational cost. For objective function χavg, a uniform weighting is assumed
by default. In the upcoming figures, the insertion loss spectrum for each optimized barrier is calculated for a
frequency range f ∈ (0,100] with steps of 2 Hz.

Ahmad and Al-Hussaini [18] explain the physical phenomena related to vertical stiff wall barriers in two-
dimensional problems. In the present case, the shear wave velocities are cSs = 200 m · s−1 and cSb = 550 m · s−1

for the soil and barrier, respectively. They suggested that the ratio of cSb/cSs should be greater than 2.5 in
order to obtain an effective single vertical wall, which is here 2.75. The Rayleigh wave velocity in the soil is
cRs = 186.4 m · s−1. Since the range of frequencies of interest is f ∈ [20,80] Hz, Rayleigh wavelengths λRs vary
from 2.33 m to 9.32 m. Therefore, for the lowest frequencies, the design domain limits the barrier depth up to
approximately one Rayleigh wavelength. This will force the optimization to search for solutions that increases
the insertion loss without going deeper. For higher frequencies, there is a compromise between depth and width.
Ahmad and Al-Hussaini found that an optimal depth to width ratio between 1.2 and 2.8 is obtained when the
dimensionless area is A/λ 2

Rs > 0.2. They showed that depth and width are both generally relevant. This contrasts
with open trenches, where width is almost irrelevant when depth is greater than 0.6λRs. Their conclusions give
useful design criteria for single vertical wall barriers, and serve as a starting point for the inclined single and
double wall studied here.

3.1 Validation
In this section, results obtained from different numerical models are compared for the purpose of validation.
First, insertion loss results obtained from the present BEM model are compared against results obtained from
a FEM-PML model [12]. Secondly, sensitivity results obtained from the present Geometric Sensitivity BEM
model are compared against those obtained using Global Finite Differences (GFD) with a BEM model.

Figure 3 shows insertion loss results of a single wall barrier with a1 = a2 = 0 m, a3 =−8 m and a4 = 1 m (see
Figure 2). In the near field, a mesh of at least eight linear elements per wavelength is considered in the FEM-
PML model in the near field. In the case of the BEM model, at least six quadratic elements per wavelength are
considered in the near field, while a progressive change of element size down to three elements per wavelength
is used for the far field, and the free-surface is truncated at 50 meters. At the minimum frequency of interest
(20 Hz) the Rayleigh wavelength in the soil is λRs = 9.32m, which means that mesh truncation is produced at
> 5λRs from the barrier. The source has a width of 0.2 meters, and a unitary vertical displacement is applied.
It can be observed that results obtained from both models satisfactorily agree with each other. Therefore, the
same number of elements per wavelength, truncation of the free-surface and source width are used for all the
following BEM models, unless otherwise stated.

In order to validate the calculation of sensitivities, comparisons between Global Finite Differences using the
BEM model and sensitivities obtained from the Geometric Sensitivity BEM have been made for all topologies.
For the sake of brevity, only a comparison of the single wall barrier is presented here: a single vertical wall
barrier (a1 = a2 = 0 m, a3 = −8 m and a4 = 1 m), and a single inclined wall barrier (a1 = −1.5 m, a2 =
1.5 m, a3 = −7.5 m and a4 = 1 m); at an excitation frequency of 25 Hz. GFD are calculated using a simple
forward finite difference method. Table 1 shows a comparison of sensitivities obtained from GFD with different
step sizes, and those obtained from Geometric Sensitivity BEM. The expected rate of convergence of GFD
is observed when compared against Geometric Sensitivity BEM. For both the vertical and the inclined wall
barriers, the objective function is most sensitive to the thickness design variable a4, which basically controls the
stiffness of the barrier. Similarly, the objective function is least sensitive to the vertical coordinate of the wall
bottom a3. This may be explained by the fact that for walls somewhat deeper than one Rayleigh wavelength,
λRs = 7.456 m in this case, the insertion loss improvement is small [18].
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(a) Validation results (single wall barrier) (b) FEM-PML model (c) BEM model

Figure 3: Insertion loss IL( f ,(7.5,0) m) validation and the corresponding models (only the design domain is
shown)

Methodology ∆a j
dχ

da1

dχ

da2

dχ

da3

dχ

da4

Vertical wall (a = (0,0,−8,0.5)T ) with χ =−1.78 dB:

GFD / BEM

10−1 -0.304962 -0.020966 0.076265 -2.421967
10−2 -0.326238 -0.028191 0.051777 -2.548937
10−3 -0.328296 -0.028917 0.049330 -2.562605
10−4 -0.328497 -0.028976 0.049090 -2.563981
10−5 -0.328518 -0.028983 0.049066 -2.564119
10−6 -0.328518 -0.028985 0.049064 -2.564133

GS-BEM - -0.328519 -0.028984 0.049063 -2.564136

Inclined wall (a = (−1.5,1.5,−7.5,1)T ) with χ =−1.29 dB:

GFD / BEM

10−1 -0.395605 0.398573 0.266008 -1.751849
10−2 -0.366735 0.400251 0.255849 -1.756983
10−3 -0.363839 0.400423 0.254817 -1.754901
10−4 -0.363549 0.400440 0.254713 -1.754691
10−5 -0.363520 0.400441 0.254703 -1.754671
10−6 -0.363515 0.400443 0.254700 -1.754666

GS-BEM - -0.363517 0.400442 0.254702 -1.754668

Table 1: Validation of sensitivities for objective function χ =−IL(25 Hz,(7.5,0) m)
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3.2 Optimized single wall barriers
The geometry of a general single wall barrier is controlled by four design variables (Ndv = 4): a1 is the horizontal
coordinate of the wall top (−2.5≤ a1 ≤ 2.5), a2 and a3 are respectively the horizontal and vertical coordinates
of the wall bottom (−2.5≤ a2 ≤ 2.5, −8≤ a3 ≤−0.1), and a4 is the wall thickness (0.1≤ a4 ≤ 5); see Figure
2a. There are four parametrized geometry points (Ngp = 4), which can be be obtained from:

p(1) = (a1 +(a4/2)/cosθ ,0) , p(2) = (a2 +(a4/2)cosθ ,a3 +(a4/2)sinθ)

p(3) = (a2− (a4/2)cosθ ,a3− (a4/2)sinθ) , p(4) = (a1− (a4/2)/cosθ ,0)
(16)

where θ = arctan((a1−a2)/a3). These points correspond to the top right, bottom right, bottom left and top
left corner points of the wall, respectively. The bounds established previously for design variables are less strict
than those of the points p(q) (Eq. (12c)), in such a way that the design space allows any barrier within the design
domain. This is also done for the double wall barrier.

3.2.1 Detailed example runs of optimization

In this section, detailed results of the optimization procedure are shown in order to illustrate its main features
and performance. Only the objective function related to single-frequency sources (Eq. (13)) is considered, and
detailed results for harmonic sources at 20 Hz, 50 Hz and 80 Hz are described. A maximum area of Amax = 8 m2

is assumed in all cases. The computation times are obtained using a desktop computer with a 3.7 GHz two cores
processor.

Figures 4a, 4c and 4e illustrate respectively for harmonic sources at 20 Hz, 50 Hz and 80 Hz the convergence,
the expected (Proposition 2 in [44]) and the number of local minima found, and computation time of the global
optimization algorithm as the number of initial points considered increases. It is observed that most of the local
minima are found in the beginning. Later, the global optimization stops once the difference between the number
of expected local minima and the number of local minima found is below 0.5, as was previously indicated in
Section 2.3. The total run time increases considerably with the frequency of the harmonic source considered in
the optimization, from about 5 minutes for f opt = 20 Hz to 30 minutes for f opt = 80 Hz.

Figure 4b, 4d and 4f depict respectively for harmonic sources at 20 Hz, 50 Hz and 80 Hz the convergence of
the optimization from the initial point leading to the best local minimum found in each case. In about the first
half of iterations a quick convergence to the minimum is observed followed by a solution refinement in order to
achieve the established tolerance (10−4).

3.2.2 Optimized reference cases

The first optimization problem to be considered is the simplified case of a vertical and centered wall obtained
from the general case stated above by setting a1 = a2 = 0. The aim is studying to what extent a simple one
Rayleigh wavelength deep wall is optimal. Also, since these are the simplest single wall barrier designs to
install, it is appropriate to compare the performance of more involved designs with such simple ones. Because
of that, these are referred as the optimized reference cases in the rest of the paper. Optimization is performed
for four different maximum area constraints Amax = {2,4,8,12} m2, and thus the dimensionless area is within
0.025 < Amax/λ 2

R < 2.22.
For the objective function in Eq. (13) related to single-frequency sources, the obtained global minima are

depicted in Figure 5 together with their insertion loss spectra. Three types of optimized designs with different
aspect ratios are found: deep vertical walls (optimal for low frequencies), slabs (optimal for mid frequencies
in some cases), and thick walls (optimal for high-frequencies). Results show that there is no smooth transition
between these types of optimized designs as the target frequency increases. In fact, these are more or less similar
within a frequency interval, and only small changes take place in order to achieve optimal performance at each
target frequency. The frequencies at which the type of optimal design shifts depend on the amount of material
available (Amax). For Amax = 8 and Amax = 12 m2, there is a sudden shift from deep walls to a thick walls at
approximately 50 Hz (λR = 3.728 m). For Amax = 2 and Amax = 4 m2, there is a shift from deep walls to slabs at
approximately 30 Hz, and then from slabs to thick walls at approximately 50 Hz. These three types of optimized
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(c) Global convergence ( f opt = 50 Hz)
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(e) Global convergence ( f opt = 80 Hz)
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Figure 4: Detailed example runs for single-frequency sources (Amax = 8 m2)
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(b) Amax = 4 m2
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(c) Amax = 8 m2
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(d) Amax = 12 m2

Figure 5: Optimized vertical and centered single wall barriers for single-frequency sources
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Figure 6: Comparison between three approximately similar local minima: slab (top), thick wall (middle), and
deep wall (bottom); ( f opt = 50 Hz, Amax = 12 m2)

designs appear in the set of local minima in each case, but one of them becomes the optimal depending on the
frequency of the source. This explains the sudden shifts between these designs as the frequency of the harmonic
source changes. This behavior is explained further in the next paragraph. It can be concluded that the rule of
thumb of limiting the depth of the barrier at one Rayleigh wavelength generally does not lead to an optimal
barrier for a given amount of material.

In order to compare the differences between all three kinds of designs, Figure 6 shows color maps of the
magnitude of the real part of displacement and insertion losses within a domain of interest (−20 ≤ x1 ≤ 20 ×
−20≤ x2 ≤ 0 m2) for the three local minima of the case f opt = 50 Hz, Amax = 12 m2: slab design (a1 = a2 = 0
m, a3 = −1.05 m, a4 = 5 m, IL = 4.7 dB), thick wall design (a1 = a2 = 0 m, a3 = −3.288 m, a4 = 2.642
m, IL = 5.1 dB), and deep wall design (a1 = a2 = 0 m, a3 = −6.785 m, a4 = 1.769 m, IL = 5.2 dB). This
case is interesting because these three very different designs have insertion losses around 5 dB at the receiver
location and target frequency f opt (see Fig. 7). The Rayleigh wavelength in the soil is λRs = 3.7 m at 50 Hz.
The width of the slab covers the full design domain, which is 1.35λRs, but the depth 0.28λRs is smaller than
allowed by the available area (A = 5.25 m2 < Amax). The depth of the deep wall is 1.8λRs, and 0.88λRs in
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Figure 7: Insertion loss spectra of three approximately similar local minima: slab (red), thick wall (grey), and
deep wall (black); ( f opt = 50 Hz, Amax = 12 m2)
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the case of the thick wall. Therefore, the maximum dimension of the barrier is approximately equal or greater
than one Rayleigh wavelength. In Figure 6, it can be seen that the slab diverts incoming waves, which are sent
beneath the receiver into the halfspace. The overall effect is a significant insertion loss near the surface along the
receiver side. The thick wall partially converts incoming Rayleigh waves into body waves by reflecting them on
the wall and also sending body waves through the bottom of the wall into the halfspace. The deep wall makes
both types of conversion, but reflection is predominant in this case. Despite having similar insertion losses at
the receiver point, the thick wall design has better insertion losses along all the receiver side whereas the slab
design has a more localized effect. Figure 7 also shows that the slab design is effective only in a narrower range
of frequencies than thick or deep walls.

Figure 8 shows the difference between optimized designs and typical designs with depth of one Rayleigh
wavelength for a given target frequency. It shows that optimization leads to a better performance within the
range of target frequencies studied. Improvements between 1 and 2 dB are achievable, which lead to significant
improvements of 11% to 21% in terms of Amplitude Reduction ratios.

For the objective function in Eq. (14) with uniform weighting (wi = 1/Nf) related to optimization for
broadband sources, the obtained global minima are depicted in Figure 9 together with their insertion loss spectra.
Since the objective function is an average of insertion losses within a given frequency range, optimization
improves insertion losses where they can be easily increased, i.e. at high frequencies. In fact, optimized designs
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Figure 9: Optimized vertical and centered single wall barriers for broadband sources ( f opt = [20,80] Hz)
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Figure 10: Effect of increasing width or depth for the optimized vertical and centered single wall barrier for
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for this objective function are very similar to those of high frequency harmonic sources. There is a clear
improvement as the maximum area is increased, except for the largest area considered (Amax = 12 m2). The
optimal solution in this case does not make use of all available area, which was also the case for some of the
previous high frequency harmonic sources. The reason behind this is that, compared to the optimized design,
insertion losses in the high frequency range decrease considerably, and in the low frequency range increase
slightly when the depth of the barrier is increased to reach A = Amax, see Figure 10. Conversely, when the width
of the barrier is increased to reach A = Amax, insertion losses in the high frequency range increase and in the
low frequency range decrease.

For the objective function in Eq. (15) related to optimization for harmonic sources within a frequency range,
the obtained global minima are depicted in Figure 11 together with their insertion loss spectra. There are no
practical design rules for this objective function, and thus optimization is quite necessary in this case. However,
since the lowest insertion losses are usually but not always located at the lowest frequency, good starting points
are those barriers designed for single-frequency sources at the lowest frequency. The results show that the
optimized designs are indeed similar to those obtained for single-frequency sources at the lowest frequency.
Since the objective function is uniformly sampled from 20 to 80 Hz in steps of 6 Hz, the actual minimum
insertion loss in this frequency range may be lower, as can be seen in Figure 11. As expected, the optimized
designs achieve better minimal insertion losses as Amax increases.

3.2.3 Optimized single wall barriers

In this section, single wall barriers are optimized considering all four design variables. Compared to the previous
case, the horizontal positions of the top and bottom parts of the wall are now included in the optimization, which
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Figure 11: Optimized vertical and centered single wall barriers for harmonic sources within a frequency range
( f opt = [20,80] Hz)

allows changing the horizontal position and angle of the wall.
The optimized designs for single-frequency sources of 20, 26, 44, 50, 74 and 80 Hz are shown in Figure

12. For low frequency sources, the optimized walls have a small inclination and reach the maximum depth. For
mid frequency sources, the optimized walls are highly inclined towards the receiver and cover the entire width
of the design domain. For sources of 38 (not shown) and 44 Hz and the highest values of Amax, slightly inclined
deep walls are obtained. Depths reached for the former cases are around 2 meters, which is much less that one
wavelength. In this sense, these designs can be seen as an evolution of slab designs obtained in several optimized
reference cases. A more sophisticated version of this type of design was also obtained by Van hoorickx et al.
[12] via topology optimization. For high frequency sources, the optimized walls are highly inclined towards
the source and cover almost all the entire width of the design domain. In some cases, nearly square blocks also
appear as optimized designs. In the former cases, the depth reached by walls is approximately 4 meters, more
than one Rayleigh wavelength. This type of design also appears in a more complicated fashion in [12]. Most
of the optimized designs for the same frequency and different values of Amax have very similar inclination and
position, showing that these are key factors for tuning the design for the single-frequency source.

The improvement of the obtained global minima with respect to the optimized reference cases is depicted in
Figure 13. It is observed that the improvement is small for low frequencies, and becomes more important as the
frequency increases, although the increase is not uniform. For frequencies higher than 40 Hz, an improvement
between roughly 1 and 4 dB can be achieved.

Figure 14 shows the insertion loss color maps for the optimized reference cases and the optimized single
wall barriers for single-frequency sources of 50 and 74 Hz, with Amax = 8 m2, and within a given domain of
interest (−20 ≤ x1 ≤ 20 × −20 ≤ x2 ≤ 0 m2). For both single-frequency sources, the optimized single wall
barriers relocate insertion loss maxima occurring along the receiver side such that one maximum is placed
at the receiver point. Although the optimization is performed for a single receiver point, insertion losses are
also significantly improved all along the receiver side. The optimized single wall barrier inclined towards the
receiver side ( f opt = 50 Hz) reflects incoming waves and also acts as a waveguide redirecting waves away
from the surface. The insertion loss map of the optimized single wall barrier inclined towards the source side
( f opt = 74 Hz) is essentially similar to the one of a deep wall, see e.g. Figure 6, with the additional inclination
improving the insertion losses behind the wall.

For objective functions in Eqs. (14) and (15) related to optimization for broadband sources and for har-
monic sources within a frequency range respectively, the obtained global minima are depicted in Figs. 15
and 16 together with their insertion loss spectra. Improvements with respect to the respective optimized
reference cases (Figs. 9 and 11) are less than 0.5 dB for both objective functions, which is a relatively
small gain. Resulting designs for a non-uniform weighting are also shown in Fig. 15b. Weight vector w =
{1/24,2/24,4/24,6/24,4/24,2/24,1/24, . . . ,1/24} is used respectively for frequencies fopt = {20,26,32,38,44,50,56, . . . ,80}
Hz. It should be noted that 75% of the total weight is concentrated between 26 and 50 Hz. Optimized designs
in this case are very similar to those of single-frequency sources for 44 and 50 Hz (Figs. 12c and 12d). As

16



 0

 2

 4

 6

 8

 0  20  40  60  80  100

IL
 [

d
B

]

f [Hz]

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

Amax 

 [m2]

2

4

8

12

(a) f opt = 20 Hz

 0

 2

 4

 6

 8

 0  20  40  60  80  100

IL
 [

d
B

]

f [Hz]

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

(b) f opt = 26 Hz

 0

 2

 4

 6

 8

 0  20  40  60  80  100

IL
 [

d
B

]

f [Hz]

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

(c) f opt = 44 Hz
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(e) f opt = 74 Hz
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Figure 12: Optimized single wall barriers for single-frequency sources
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Figure 14: Comparison between IL color maps of optimized reference cases (top) and optimized single wall
barriers (bottom) for f opt = 50 Hz (left) and f opt = 74 Hz (right) when Amax = 8 m2
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Figure 15: Optimized single wall barriers for broadband sources ( f opt = [20,80] Hz)
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Figure 16: Optimized single wall barriers for harmonic sources within a frequency range ( f opt = [20,80] Hz)

was observed before, the designs are very similar to those obtained for single-frequency sources at the highest
frequencies of the most relevant frequency window ([26,50] Hz).

3.2.4 Robustness of optimized designs with regard to source and receiver locations

Objective functions are built to serve a specific purpose, and, in this work, a single point source and a single point
receiver are considered. However, in the light of the obtained results, it is relevant to assess the performance
of these designs for other source and receiver locations, and thus check their robustness with regard to these
factors.

Previously shown IL color maps, e.g. Fig. 14, illustrate that a good vibration reduction is achieved beyond
the receiver location. However, as a consequence of the defined objective function, a stronger reduction is
achieved near the receiver position. For some representative cases of previously shown optimized designs for
xx

1 =−7.5 m, Fig. 17 depicts point-wise insertion losses along a receiver zone and cumulative moving averages
computed starting from xr

1 = 5 m:

CIL(xr
1) =

1
xr

1−5

∫ xr
1

5
IL(x1) dx1 (17)

As expected after the optimization process, IL peaks appear near the receiver location: xr
1/λR = 0.8 for 20 Hz,

xr
1/λR = 1.5 for 38 Hz, xr

1/λR = 2.5 for 62 Hz, and xr
1/λR = 3.2 for 80 Hz. Also, peaks and valleys appear every

Rayleigh wavelength. This localized effect may be representative of what happens along the whole receiver

19



 0

 1

 2

 3

 0  2  4  6  8  10

I
L

 [
d
B

]

x1
r/λR (receiver zone)

-8

-6

-4

-2

 0

-2.5  0  2.5
x

2
 [

m
]

x1 [m]

(a) f opt = 20 Hz

 1

 2

 3

 4

 5

 0  2  4  6  8  10

I
L

 [
d
B

]

x1
r/λR (receiver zone)

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

(b) f opt = 38 Hz

 2

 3

 4

 5

 6

 7

 8

 9

 10

 0  2  4  6  8  10

I
L

 [
d
B

]

x1
r/λR (receiver zone)

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

(c) f opt = 62 Hz

 4

 5

 6

 7

 8

 9

 10

 11

 12

 13

 0  2  4  6  8  10

I
L

 [
d
B

]

x1
r/λR (receiver zone)

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

(d) f opt = 80 Hz

Figure 17: Comparison between IL of reference cases (black) and optimized single wall (red) for Amax = 8
m2. Dashed curves represent cumulative moving averages CIL(xr

1) computed starting from xr
1 = 5 m. Dashed

vertical lines represent the receiver point used in the optimization process (xr
1 = 7.5 m).

zone or not. Cumulative moving averages CIL become approximately constant beyond 10λR, which agrees to
the usual definition of the average insertion loss as ĪL =CIL(10λR). ĪL shows that optimized single wall barriers
perform better than reference cases along the receiver zone in most cases. Therefore, despite obtaining good
results in general, it is not possible to assert that these solutions are robust with regard to receiver location.

Sources located at the surface produce both body and surface waves, where the former become less im-
portant in comparison with the latter as the observer moves away from the source. Ahmad and Al-Hussaini
[18] found that the influence of the source location on the isolation effectiveness is relatively small for sources
located beyond three times the Rayleigh wavelength. However, the ratio of source-barrier spacing and Rayleigh
wavelength (x1/λR) noticeably affects the effectiveness because constructive and destructive patterns from the
interaction between source and barrier are altered. For the same representative cases as in Fig. 17, Fig. 18 shows
average insertion losses ĪL as the source point is moved away from the barrier, and also their corresponding cu-
mulative moving averages. A highly oscillating ĪL is observed for xs

1 < 4λR due to the complex interaction of
body and surface waves between source and barrier. Beyond 4λR, an stable oscillation of ĪL is present because
source and barrier interaction is mainly due to surface waves. This oscillation is relatively small for vertical and
centered barriers. For inclined barriers, however, these oscillations have a greater amplitude, which reveals that
inclined barriers are more sensitive to source location.

All things considered, despite obtaining good designs when varying source and receiver location in some
cases, if robustness with regard to these factors is desired, then the optimization problem should be accordingly
reformulated.
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Figure 18: Comparison between ĪL of reference cases (black) and optimized single wall (red) for Amax = 8 m2.
Dashed curves represent cumulative moving averages of ĪL computed starting from xs

1 =−5 m. Dashed vertical
lines represent the source point used in the optimization process (xs

1 =−7.5 m).
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3.3 Optimized double wall barriers
The second barrier topology is a double wall barrier described by eight design variables (Ndv = 8), see Figure
2b. The design variables a1 to a4 are the same as those of the single wall barrier, and associated with the left wall
(Ωb1). Analogously, design variables a5 to a8 are related to the right wall (Ωb2). There are eight parametrized
geometry points (Ngp = 8), which can be be obtained from:

p(1) = (a1 +(a4/2)/cosθ1,0) , p(2) = (a2 +(a4/2)cosθ1,a3 +(a4/2)sinθ1)

p(3) = (a2− (a4/2)cosθ1,a3− (a4/2)sinθ1) , p(4) = (a1− (a4/2)/cosθ1,0)

p(5) = (a5 +(a8/2)/cosθ2,0) , p(6) = (a6 +(a8/2)cosθ2,a7 +(a8/2)sinθ2)

p(7) = (a6− (a8/2)cosθ2,a7− (a8/2)sinθ2) , p(8) = (a5− (a8/2)/cosθ2,0)

(18)

where θ1 = arctan((a1−a2)/a3) and θ2 = arctan((a5−a6)/a7). In order to preserve the topology during the
optimization process, compatibility constraints considered in Eq. (12d) must be imposed. The following three
constraints (Nc = 3) between points of both walls are defined:

p(1)1 < p(8)1 ⇒ g1 = p(1)1 − p(8)1 + ε ≤ 0 (19a)

A1,2,7 > 0⇒ g2 =−A1,2,7 + ε ≤ 0 (19b)

A8,2,7 > 0⇒ g3 =−A8,2,7 + ε ≤ 0 (19c)

where Ai, j,k denotes the signed area of the triangle formed by points p(i), p( j), and p(k), and ε is a small
constant that guarantees the original strict inequality. Constraints indicated by Eqs. (19a-19c) guarantee that the
quadrilateral formed by points p(1), p(2), p(7) and p(8) is convex, thus collision between walls is strictly avoided.
For the economic constraint defined in Eq. (12e), the considered area is that of both walls.

The optimized designs for single-frequency sources of 20, 26, 44, 50, 74 and 80 Hz are shown in Figure
19. Most optimized designs for low and mid frequency sources, i.e. from f opt = 20 to f opt = 50 Hz, share
several characteristics with the corresponding optimized single wall barriers (see Figure 12). For the sources of
20 and 26 Hz, the walls on the left hand side have similar angles and positions regardless of Amax, and the same
is observed for the walls on the right hand side for sources of 44 and 50 Hz. The opposite walls are located at
the boundary of the design domain, and are approximately 5 meters deep, i.e. 1.18λR for 44 Hz and 1.34λR
for 50 Hz. Note also that the optimized designs for Amax = 12 m2 are similar to those for Amax = 8 m2. For
high frequency sources, little correspondence with the optimized single wall barriers is observed. The depths
reached by the walls on the left hand side are around 2 meter, i.e. 0.8λR for 74 Hz and 0.86λR for 80 Hz, and
they are very thick walls (nearly square blocks), except for a small value of Amax. The depths reached by the
walls on the right hand side are around 2 meter or 4 meter, and they all are relatively thin walls.

For the objective function associated with single-frequency sources, the improvement of the obtained global
minima with respect to the optimized reference cases is shown in Figure 20. It is observed that the improvement
is small (< 0.5 dB) for the lowest frequency (20 Hz), but it increases steadily with the frequency and the
available area Amax and reaches remarkably high gains when compared to the optimized reference cases. Unlike
the single wall barriers (see Figure 13), which exhibit an non-uniform improvement within the considered range
of single-frequency sources, one can always expect that the optimization of double wall barriers would achieve
relevant improvement.

Except for a 20 Hz harmonic source, optimized double wall barriers lead to significant improvements with
respect to optimized single wall barriers. In the following paragraphs, we are going to discuss in more detail
what is happening physically for the optimized designs for low (26 Hz), medium (50 Hz) and high (74 Hz)
frequency sources.

Figure 21 shows a comparison between the optimized reference case and optimized double wall barrier
for a single-frequency source of f opt = 26 Hz. A modest 1.2 dB improvement is achieved by the optimized
double wall barrier (IL = 4.4 dB) when compared to the optimized reference case (IL = 3.2 dB) at the receiver
point. The comparison between the displacement fields shows that the optimized double wall barrier relies less
on reflection, and instead transmitted waves carry most of the energy towards the inside of the halfspace and
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Figure 19: Optimized double wall barriers for single-frequency sources
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away from the receiver. The overall effect is a better insertion loss along the receiver side, and incidentally less
insertion gain along the source side.

Figure 22 shows insertion loss maps for optimized double wall barriers for f opt = 50 Hz and f opt = 74 Hz
when the available area is Amax = 8 m2. The insertion loss maps are shown individually for walls on the left
and right hand side, and finally the complete double wall barrier. The idea is to observe the contribution of
each wall, and their combined effect. For the case f opt = 50 Hz, the wall on the left hand side acts as a deep
wall (depth is 1.25λR), and the individual insertion loss at the receiver point is 1.31 dB. The wall on the right
hand side is a highly inclined thick wall that partly reflects incoming waves, but also acts as a waveguide taking
transmitted waves towards the inside of the soil. The insertion loss of the latter wall alone is 6.15 dB at the
receiver point. The insertion loss of the double wall barrier is 9.65 dB, showing that both walls complement
each other and work in a synergic way. For the case f opt = 74 Hz, the wall on the left hand side is a thick
wall (depth is 0.86λR) which is partly reflecting incoming waves but also producing inclined transmitted waves
away from the source. The insertion loss at the receiver point of this wall alone is 6.77 dB. The wall at the right
hand side is a very deep wall (depth is 1.78λR), and the individual insertion loss at the receiver point is only 2.7
dB. The complete double wall barrier works by partly reflecting incoming waves on the wall on the left hand
side, which also produces inclined transmitted waves that are partly reflected on the wall on the right hand side.
Both walls work in a very productive manner producing an insertion loss of 15.9 dB, which is much higher than
individual contributions.

The obtained global minima for broadband sources and for harmonic sources within a frequency range are
respectively depicted in Figs. 23 and 24 together with their insertion loss spectra. As in the case of single
wall barriers, optimized designs for broadband sources are very similar to those for high frequency harmonic
sources, and optimized barriers for harmonic sources within a frequency range are quite similar to those of low
frequency harmonic sources. In the case of optimizing for broadband sources, the improvements with respect to
the optimized reference cases (Figure 9) are larger than 1 dB, and increase with the available area reaching up
to 3 dB for Amax = 12 m2. In this sense, optimized double wall barriers perform better than single walls. When
optimizing for harmonic sources within a frequency range, the improvement in performance with respect to the
optimized reference cases (Figure 11) hardly reaches 0.5 dB for all values of Amax.

In summary, it has been found that optimized inclined double wall barriers generally improve the perfor-
mance of single wall barriers with the same maximum total area. This improvement is, however, insignificant
when optimizing for sources whose relevant frequencies lead to Rayleigh wavelengths similar to the depth of
the design domain, but it increases for higher frequencies. This conclusion contrasts with that from [14], where
only small improvements are found for vertical double and single walls.

4 Conclusions
In this paper, we have examined the possibilities of shape optimization of two wave barrier topologies: a single
wall barrier, and a double wall barrier. In the former case, we have also studied the particular case of a vertical
and centered wall, which has been taken as optimized reference case. Despite the relative simplicity of these
topologies, they have the potential for improving conventional designs. Gradient-based optimization is used,
where a pure boundary element formulation supplies the objective function and its gradient. Since point source
and receiver are assumed, solutions are not robust with respect their location. However, most of the obtained
optimized designs also improve reference cases in terms of average insertion loss along a receiver zone.

When the depth of the design domain is limited up to approximately one Rayleigh wavelength, the opti-
mization of the studied barrier topologies does not lead to significant improvements. Once the depth of the
design domain is greater than 1.1λR ( f > 26 Hz in our case study), relevant room for optimization is observed,
especially for double wall barriers. More detailed conclusions can be drawn from this work:

Single-frequency sources

• For the simplest case of a vertical and centered single wall barrier, it is observed that a wall depth of
λR (and width Amax/λR) is far from optimal. Optimized designs fall into one of three types of barriers:
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Figure 22: Comparison between IL color maps of optimized double wall barriers for f opt = 50 Hz (left) and
f opt = 74 Hz (right) when Amax = 8 m2. Top: wall on the left hand side. Middle: wall on the right hand side.
Bottom: double wall barrier.
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Figure 23: Optimized double wall barriers for broadband sources ( f opt = [20,80] Hz)

26



 0

 2

 4

 6

 0  20  40  60  80  100

IL
 [

d
B

]

f [Hz]

-8

-6

-4

-2

 0

-2.5  0  2.5

x
2
 [

m
]

x1 [m]

Amax

[m2]

2

4

8

12

Figure 24: Optimized double wall barriers for harmonic sources within a frequency range ( f opt = [20,80] Hz)

a) deep walls, b) slabs, or c) thick walls of nearly unitary aspect ratio. Each one of these may become
optimal depending on the frequency and the available material (Amax).

• For general single wall barriers, little room for optimization is found in the low frequency range ( f < 38
Hz in our case study). For higher frequencies, improvements of 1 to 4 dB with respect to optimized
reference cases can be achieved. However, such gains are not reached over the entire frequency range.

• For double wall barriers, small improvements with respect to optimized reference cases are found at low
frequencies. However, they increase steadily with the frequency and the available area, reaching quite
remarkable gains between 2 and 13 dB.

Broadband sources Designs very similar to those of the highest frequency are consistently obtained. This
result is reasonable because the objective function is a simple average insertion loss within a frequency range,
and reduction is more easily obtained at the high frequency range. Therefore, it is appropriate to use as initial
points the local minima obtained from the optimization of single-frequency sources at the highest frequencies
of broadband sources.

Harmonic sources within a frequency range Designs very similar to those of the lowest frequency are
obtained. Analogously to the optimization for broadband sources, this observation can be used to establish
better initial points.
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